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To solve the “when and what to transfer” problem under the challenging cross-domain cross-

task transfer learning setting, we propose a unified framework namely OTCE (Optimal Transport

based Conditional Entropy), which can not only quantitatively evaluate that how much the

source task (model) benefits the learning of the target task, but also serves as a loss function to

optimize the source representations to become more transferable to the target task.

⚫ Transferability Definition

What to Transfer

⚫ OTCE Metric
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(Transferability Estimation) [1] (Learn Transferable Representation) [2]

➢ Source data ➢ Target data

➢ Pretrained source model             

➢ Empirical Transferability             

➢ Our OTCE metric aims to efficiently approximate the empirical transferability.            

Feature extractor

Head classifier

➢ Embed samples into feature space

➢ Solve the Optimal Transport problem to obtain an optimal coupling matrix      ,

where 𝑐 ·,· = || ·−· ||2
2 is the cost metric, and 𝐻 𝜋 = −σ𝑖=1

𝑚 σ𝑗=1
𝑛 𝜋𝑖𝑗 log 𝜋𝑖𝑗 is 

the entropic regularizer. 

➢ Compute ෠𝑃(𝑦𝑠, 𝑦𝑡) and ෠𝑃 𝑦𝑠 as:

➢ OTCE score is computed as the Negative Conditional Entropy

➢ −𝐻 𝑌𝑡 𝑌𝑠 lower bounds the log likelihood of the target classifier using the 

source feature extractor.[3]
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⚫ Experiments
➢ Input data

Data for classification tasks Data for segmentation tasks

➢ Selected results for classification tasks

LEEP NCE H-score LogME OTCE

Correlation between 

transfer accuracy and 

transferability scores. 

Each point denotes a 

classification task.

OTCE

➢ Selected results for semantic segmentation tasks

LEEP LogME H-score

Each point denotes a 

model architecture.

⚫ OTCE-based Finetune

➢ Maximizing OTCE score will lead to a more transferable feature representation.

⚫ Experiments

➢ Cross-domain few-shot  transfer learning experiments.

➢ Visual comparison: the optimized models exhibit both higher transfer accuracy

and OTCE scores.

Note: F-OTCE and OTCE are substitutes for each other.

➢ OTCE evaluates transferability for both image classification and semantic 

segmentation tasks.

➢ It also helps the source model to be more transferable to the target task.

➢ It has been applied in source model (task) selection, multi-source feature fusion, etc.

⚫ Conclusions

➢ Deeply understand the theoretical explanations of our method.

➢ Explore more applications in transfer learning, e.g., domain generalization. 

⚫ Future works

Code


