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Sample-Specific Backdoor Attack!!]

Background

Attackers intend to inject hidden backdoors into DNNs, such that the attacked model performs well
on benign samples, whereas its prediction will be maliciously changed if hidden backdoors are
activated by the attacker-defined trigger.

B Sample-agnostic backdoor attack

e Different poisoned samples contain the same trigger, resulting in that the attacks could be
easily mitigated by current backdoor defenses.
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B Sample-specific backdoor attack

e Backdoor triggers are sample-specific invisible additive noises generated by encoding an
attacker-specified string into benign images through an encoder-decoder network.
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B The Main Process of Backdoor Attacks

o Let Derain = {x;, y;}'—1 indicates the benign training set containing N; ; ; samples, wherex; €
= {0, ...,255}CXWXH and y; € Y = {1, ..., K}. The classification learns a function f,,: X —
[0,1]K with parameters w. Let y.denotes the target label (y;, € Y ). The core of backdoor
attacks Is how to generate the poisoned training set D,,. Specifically, D,, consists of modified

version of a subset of D;,.,i, (i.€.,D,,,) and remaining benign samples Dy,
D, = D, U Dy, (1)
* Once the poisoned training set D, Is generated based on the aforementioned method, backdoor

attackers will send it to the user. Users will adopt it to train DNNs with the standard training
process, i.e.,

D LUw.9)
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B How to Generate Sample-specific Triggers

e To use a pre-trained encoder-decoder network as an example to generate sample-specific
triggers. The encoder takes a benign image and the representative string to generate the
poisoned image.
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Dataset — ImageNet MS-Celeb-1M
Aspect — Effectiveness (%) Stealthiness Effectiveness (%) Stealthiness
Attack | BA ASR PSNR £ BA ASR PSNR =
Standard Training | 85.8 0.0 — — 97.3 0.1 — —
BadNets [~] 85.9 99.7 25.635 235.583 | 96.0 100 25.562 229.675
Blended Attack [?] | 85.1 05.8 45.809 23.392 | 95.7 99.1 45.726  23.442
Ours 85.5 99.5 27.195  83.198 | 96.5 100 28.659  91.071

Effective Backdoor Defensel?

Background

Poisoning-based backdoor attacks are serious threat for training deep models on data from
untrustworthy sources. Given a backdoored model, the feature representations of poisoned samples
with trigger are more sensitive to transformations than those of clean samples. Hence, we design a
simple sensitivity metric, called feature consistency towards transformations (FCT), to distinguish

poisoned samples from clean samples in the untrustworthy training set.
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Method.

B Sensitivity of poisoned samples
e Given a backdoored model gg trained on D4, With fe,(+) Indicating its feature extractor,

and a set of transformations t (e.g., rotation, scaling, will be specified in experiments), for any
sample x (poisoned or clean), the FCT metric is formulated as follows:

Berans (%7 fa,) = Ifo,(®) = fo,GGDI, ()

Utilizing FCT, we develop a sample-distinguishment (SD) module. we firstly train a
backdoored model g4 based on D,,.,;,, Using the standard supervised learning algorithm with
a few epochs. Then, we calculate A4, (x;), all x; € D45, and plot the histogram.
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B Secure training from scratch

e Learning feature extractor via semi-supervised contrastive learning (SS-CTL).
LSS—CTL (ee; Etrain) = z fCTL (fae ('55?)) :fﬂe (3‘?52))) (2)
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z fs_crL (fee( (1)) fe, (N(z)):foe (x].
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e Learning classifier via minimizing the mixed cross-entropy loss
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B Backdoor removal
e Unlearning
1 Z (4)
Lunitearn (9; Dp) = | = | 108[90 (x)]y
_ Pl (x,y)eb,
e Relearning
. 1
Lyetearn (9; Dc) = |5 | 108[99 (x)] (5)
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Drefense — Basclinel Baseline2 DB >-57T
Dataset | Antack | AC ASRK A ASRK A0 ASRKR A ASRK
BMN-all2one B3.54 260 a1.32 Q0 O] Q275 100 o2 TT .03
BMN-allZall 83.95 272 O1.59 57.39 Q2> 95 T5.21 BO 22 205
Trojan B3 7TT 5.24 O3 63 Q0 98 Q2. 81 1O .00 Q3. T2 . Oy
Blend-Strip B5.36 o0 93 o4 19 1Oy ey Q4. 21 Q0 98 D3 59 0.0y
CIFAR-10 Blend-Kitty 25.03 O OO Q4. .31 1Oy Ry Q3 .32 1R 00 91.82 . iy
SIG B5.14 oo 02 Q4. 37 Q0. 03 Q4 37 Q0. 71 O T .0y
I B85.79 10,76 Qg 58 OQR.87 O 32 QO 87 O s T ]
| Aoz | Bd.65 45.T5 | 03 .43 Q3. T3 | Q3.53 QA0 | O 6 1.21
BMN-all2one 54 48 101 G762 1Oy ey G908 1O 00 as.d43 .12
Trojan 56,17 1 2. 76 71.01 1Oy Ry T2.18 QO 99 s 0 .05
CIEAR- 100 Blend-Sirip S8.01 0o O] T2.47 Q0 Q0 T1.20 Q0O Qg 6763 . Oy
! B Blend-Eitty 57.21 D0 O TR 36 0 OQ T2 43 1O 0 BT A R
| Ao | S56.47 5577 | T1.12 1Oy Ry | T1.24 QO Qg | 6a7T. T .05

Adversarial Attacks with Reverse
Adversarial Perturbationls]

* \We encourage that not only x4V itself has low loss value, but also the points in the vicinity
of x*4¥ have similarly low loss values.

e \We propose to minimize the maximal loss value within a local neighborhood region around

the adversarial example x@V.

The maximal loss is implemented by perturbing x*?¥ to maximize the attack loss, named

Reverse Adversarial Perturbation (RAP). Our final optimization problem:

min  L(MS(G(x%% + n"); 0),y;) (1)
x4V eB, (x)
where
n'% = argmax L(M S(x%4Y + n"? ; 9),y,) (2)
In"aP |lo<€pn
To solve the inner loop:
n® «n"%® 4 q, -sign (VnrapL(]V[ S(xad” +n"; 0), yt)) (3)

To solve the outer loop:
x4V  Clipg_(x) lx“d" — a - sign (ande(M S(G(x4v + n™? ); 9), yt))] (4)

|

ResNet-50 —
Dense-121 VGG-16 Ine-v3
749 /782 / 88.5 62.8 / 729 / 81.5 10.9 / 28.3 / 33.2
86.3 / 88.4 /93.3 70.1 / 77.7 / 84.7 38.1 / 51.8 / 58.0
91.4 /89.4 /93.6 79.9 / 79.0 / 86.3 50.8 / 57.1 / 64.1

DenseNet-121—
VGG-16 Inc-v3
385 /55.0/65.5 7.7/230/26.5
42.0 /584 /62.3 198 /39.0 / 39.2
54.7 / 63.1 / 69.3 32.0 / 43.5 / 49.3

Attack Res-50

119 /643 / 74.5
55.0 /712 / 75.8
60.1 /742 / 82.1

MTDI / +RAP / +RAP-LS
MTDSI / +RAP / +RAP-LS
MTDAI / +RAP / +RAP-LS

Attack VGG-16 — | Inc-v3— ,
Res-50 Dense-121 Ince-v3 Res-50 Dense-121 VGG-16
MTDI / +RAP / +RAP-LS [11.8 / 16.7 / 22.9 137 /194 / 27.4 0.7 /34 /4.6 18/83/75 41/14.8 / 134 29/80/9.8
MTDSI / +RAP / +RAP-LS|(31.0 / 35.3 / 38.7 41.7 /444 / 49.6 9.6 /15.2 /13.7 |56 /11.9 /10.7 104 /21.2 /20.9 4.2 / 8.9 / 8.6

MTDAI / +RAP / +RAP-LS
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