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Sample-Specific Backdoor Attack[1]

◼ How to Generate Sample-specific Triggers

Attackers intend to inject hidden backdoors into DNNs, such that the attacked model performs well

on benign samples, whereas its prediction will be maliciously changed if hidden backdoors are

activated by the attacker-defined trigger.

◼ Sample-agnostic backdoor attack

 Different poisoned samples contain the same trigger, resulting in that the attacks could be

easily mitigated by current backdoor defenses.

◼ Sample-specific backdoor attack

 Backdoor triggers are sample-specific invisible additive noises generated by encoding an

attacker-specified string into benign images through an encoder-decoder network.

◼ The Main Process of Backdoor Attacks

 Let 𝐷𝑡𝑟𝑎𝑖𝑛 = 𝑥𝑖 , 𝑦𝑖 1=1
𝑁 indicates the benign training set containing 𝑁𝑖.𝑖.𝑑.samples, where𝑥𝑖 ∈

𝑋 = 0, … , 255 𝐶×𝑊×𝐻 and 𝑦𝑖 ∈ 𝑌 = 1,… , 𝐾 . The classification learns a function 𝑓𝑤: 𝑋 →
0,1 𝐾 with parameters 𝑤. Let 𝑦𝑡denotes the target label (𝑦𝑡 ∈ 𝑌 ). The core of backdoor

attacks is how to generate the poisoned training set 𝐷𝑝. Specifically, 𝐷𝑝 consists of modified

version of a subset of 𝐷𝑡𝑟𝑎𝑖𝑛 (i.e.,𝐷𝑚) and remaining benign samples 𝐷𝑏.

𝐷𝑝 = 𝐷𝑏 ∪ 𝐷𝑚 (1)

 Once the poisoned training set 𝐷𝑝is generated based on the aforementioned method, backdoor

attackers will send it to the user. Users will adopt it to train DNNs with the standard training

process, i.e.,
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 To use a pre-trained encoder-decoder network as an example to generate sample-specific

triggers. The encoder takes a benign image and the representative string to generate the

poisoned image.

Effective Backdoor Defense[2]

Poisoning-based backdoor attacks are serious threat for training deep models on data from

untrustworthy sources. Given a backdoored model, the feature representations of poisoned samples

with trigger are more sensitive to transformations than those of clean samples. Hence, we design a

simple sensitivity metric, called feature consistency towards transformations (FCT), to distinguish

poisoned samples from clean samples in the untrustworthy training set.

◼ Sensitivity of poisoned samples
 Given a backdoored model 𝑔𝜃 trained on ഥ𝐷𝑡𝑟𝑎𝑖𝑛 with 𝑓𝜃𝑒(∙) indicating its feature extractor,

and a set of transformations 𝜏 (e.g., rotation, scaling, will be specified in experiments), for any

sample 𝑥 (poisoned or clean), the FCT metric is formulated as follows:

Δ𝑡𝑟𝑎𝑛𝑠 𝒙; 𝜏, 𝑓𝜽𝒆 = 𝑓𝜽𝒆(𝒙) − 𝑓𝜽𝒆(𝜏(𝒙)) 2
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 Utilizing FCT, we develop a sample-distinguishment (SD) module. we firstly train a

backdoored model 𝑔𝜃 based on ഥ𝐷𝑡𝑟𝑎𝑖𝑛 using the standard supervised learning algorithm with

a few epochs. Then, we calculate Δ𝑡𝑟𝑎𝑛𝑠 𝑥𝑖 , all 𝑥𝑖 ∈ ഥ𝐷𝑡𝑟𝑎𝑖𝑛 and plot the histogram.

◼ Secure training from scratch

 Learning feature extractor via semi-supervised contrastive learning (SS-CTL).
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 Learning classifier via minimizing the mixed cross-entropy loss
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◼ Backdoor removal

 Unlearning

 Relearning
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Adversarial Attacks with Reverse 

Adversarial Perturbation[3]

 We encourage that not only 𝒙𝑎𝑑𝑣 itself has low loss value, but also the points in the vicinity

of 𝒙𝑎𝑑𝑣 have similarly low loss values.

 We propose to minimize the maximal loss value within a local neighborhood region around

the adversarial example 𝒙𝑎𝑑𝑣.

 The maximal loss is implemented by perturbing 𝒙𝑎𝑑𝑣 to maximize the attack loss, named

Reverse Adversarial Perturbation (RAP). Our final optimization problem:

𝑚𝑖𝑛
𝒙𝑎𝑑𝑣∈ℬ𝑒(𝒙)

ℒ ℳ𝑠 𝒢 𝒙𝑎𝑑𝑣 + 𝒏𝑟𝑎𝑝 ; 𝜽 , 𝑦𝑡

𝒏𝑟𝑎𝑝 = arg𝑚𝑎𝑥
𝒏𝑟𝑎𝑝 ∞≤𝜖𝑛

ℒ ℳ𝑠 𝒙𝑎𝑑𝑣 + 𝒏𝑟𝑎𝑝 ; 𝜽 , 𝑦𝑡

𝒏𝑟𝑎𝑝 ← 𝒏𝑟𝑎𝑝 + 𝛼𝑛 ⋅ sign ∇𝒏𝑟𝑎𝑝ℒ ℳ𝑠 𝒙𝑎𝑑𝑣 + 𝒏𝑟𝑎𝑝 ; 𝜽 , 𝑦𝑡

𝒙𝑎𝑑𝑣 ← Clipℬ𝜖(𝒙) 𝒙𝑎𝑑𝑣 − 𝛼 ⋅ sign ∇𝒙𝑎𝑑𝑣ℒ ℳ𝑠 𝒢 𝒙𝑎𝑑𝑣 + 𝒏𝑟𝑎𝑝 ; 𝜽 , 𝑦𝑡

where

To solve the inner loop:

To solve the outer loop:
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